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Abstract The first step in the design of an architecture for a novel
_ _ N _ . ~ system of systems is the requirements engineering process.
Cooperating systems typically base decisions on infownatiom their \p/ith respect to security requirements this process tylyical

own components as well as on input from other systems. Sefiigal . L
decisions based on cooperative reasoning, such as autoneatiergency COVers at least the following activities [4], [5], [6]

braking of a vehicle, raise severe concerns to securityeissin this paper « the identification of the target of evaluation and the
we address the security engineering process for such sysiésystems. The PR - C .

presented authenticity requirements elicitation methobtased on functional prlnC|paI security goals and t_he elicitation of artlfa@ﬂ
dependency analysis. It comprises the tracing down of fiomat dependencies use case and threat scenarios) as well as risk assessment
over system boundaries right onto the origin of informatidndependency « the actual security requirements elicitation process

graph with a safety critical function as root and the origimisdecision relevant . . . L .
information as leaves is used to deduce a set of authentémtyirements. This - arequirements categorisation and prioritisation, foédw

set is comprehensive and defines the maximal set of autiyenéiguirements by requirements inspection
from the given functional erendenC|es. F_urthermore, trepgsed met'hod In this paper we address the security requirements elimitat
avoids premature assumptions on the architectural stmecand mechanisms . .
to implement security measures. step in this process. We present a model-based approach
to systematically identify security requirements for syst
) architectures to be designed for cooperative applications
1. Introduction a systems of systems context. Our contribution comprises th

o ) following distinctive features.
Architecting novel mobile systems of systems poses new

challenges to getting the dependability and specifically thdentification of a consistent and complete set of authen-
security requirements right as early as possible in theesystticity requirements. We base our method on the assumption
design process. Security engineering is one importantaspe that the overall security goal with respect to authenticity
dependability [1]. The security engineering process a&f#® requirements isFor every safety critical action in a system
issues such as how to identify and mitigate risks resulting systems all information that is used in the reasonig pssce
from connectivity and how to integrate security into a targehat leads to this action has to be authentic
architecture [2]. Security requirements need to be esxplici To achieve this, we first derive a functional model by
precise, adequate, non-conflicting with other requiresiantl  identification of atomic actions and functional dependesci
complete [7]. in a use case description. From this model we generate a
A typical application area for mobile systems of systemgependency graph with a safety critical function as root and
are vehicular communication systems in which vehicles amige origins of decision relevant information as leaves.eias
roadside units communicate in ad hoc manner to exchanggthis graph, we deduce a set of authenticity requiremaats t
information such as safety warnings and traffic informat®® is comprehensive and defines the maximal set of authenticity
a cooperative approach, vehicular communication systems gequirements from the given functional dependencies.
be more effective in avoiding accidents and traffic congesti
than current technologies where each vehicle tries to sol8ecurity mechanism independencelhe most common prob-
these problems individually. However, introducing depamze lem with security requirements is that they tend to be reqaac
of possibly safety critical decisions in a vehicle on infasm with security-specific architectural constraints that mapec-
tion from other systems, such as other vehicles or roadsiglesarily constrain the choice of the most appropriate figcur
units, raises severe concerns to security issues. Secsiidly mechanisms [8].
enabling technology in this emerging field because withoutIn our approach we avoid to break down the overall se-
security some applications within those systems of systemity requirements to requirements for specific compament
would not be possible at all. In some cases security is tbe communication channels prematurely. So the requiresnent
main concern of the architecture [3]. identified by this approach are independent of decisions not



only on concrete security enforcement mechanisms to use, mfinement steps in this method can be performed informally
also on the structure, such as hop-by-hop versus end-to-emdormally.
security measures. In [8] different kinds of security requirements are ideetifi
Throughout this paper we use the following terminologgnd informal guidelines are listed that have proven useful
taken from [1]: A systemis an entity that interacts with when eliciting concrete security requirements. The author
other entities, i.e., other systems. These other systems @mphasises that there has to be a clear distinction between
the environmentof the given system. Asystem boundarys security requirements and security mechanisms.
the common frontier between the system and its environment|n [9] it is proposed to use Jackson'‘s problem diagrams to
Such a system itself is composedafmponentswhere each determine security requirements which are given as canttra
component is yet another system. Furthermore, in [1] th# functional requirements. Though this approach presants
dependencef system A on system B represents the extent ifiethodology to derive security requirements from security
which system A's dependability is affected by that of systegjoals, it does not explain the actual refinements process,
B. Our work though focuses on purely functional aspects ghich leaves open, the degree of coverage of requirements,
dependence and omits quantitative reasoning. depending only on expert knowledge.
For the approach proposed, we describeftimetionof such | [10] actor dependency analysis is used to identify at-
a system by dunctional modeland treat the components agackers and potential threats in order to identify security
atomic and thus we do not make preliminary assumptiopsquirements. The so calléti approach facilitates the analysis

regarding their inner structure. Rather, the adaption to g security requirements within the social context of rafev
concrete architecture is considered to be a task withinleviel actors. In [11] a formal framework is presented for modg'“n

up refinement and engineering process. and analysis of security and trust requirements at an organi
sational level. Both of these approaches target orgaoisati
2. Related work relations among agents rather than functional dependence.

_ Those approaches might be utilised complementary to the
The development of new security relevant systems that igresented. Also the output of organisational relationdyais

teract to build new systems of systems requires the integratmay be an input to our functional security analysis.
of a security engineering process in the earliest stages of

the development life-cycle. This is specifically important
the development of systems where security is the enabli
technology that makes new applications possible.

A comprehensive concept for an overall security require- The derivation of security requirements in general, espe-
ments engineering process is described in detail in [5]. Tie&@lly the derivation of authenticity requirements regrats an
authors propose a 9 step approach called SQUARE (Secusigsential building block for system design. With an inceeas
Quality Engineering Methodology). The elicitation of then the severity of safety-relevant systems’ failures theaed
security requirements is one important step in the SQUARHCreases for a systematic approach of requirements deriva
process. In [6] several concrete methods to carry out this swith a maximum coverage. Also during the derivation of
are compared. These methods are based on misuse cases (BEC)rity requirements, no pre-assumptions should be made
soft systems methodology (SSM), quality function deplogtneabout possible implementations.

(QFD), controlled requirements expression (CORE), issue-We will further motivate this with respect to the require-
based information systems (IBIS), joint application depel ments derivation process with an example from the field
ment (JAD), feature-oriented domain analysis (FODA)jeait of vehicle-to-vehicle communications and demonstrate the
discourse analysis (CDA) as well as accelerated requiresmecommon mistakes.

method (ARM). A comparative rating based on 9 different

criteria is also given but none of these criteriglmeasurggll Example use case

the completeness of the security requirements elicitechby t
different methods. ) ) ) )

A similar approach based on the integration of Common For a better |IIustrat_|on of t_he described proble_m_s we will
Criteria (ISO/IEC 15408) called SREP (Security Requiretserf€fer to an example, illustrating use case descriptionsafor
Engineering Process) is described in [4]. However the aiacr POSSible vehicle-to-vehicle scenario.
techniques that carry out the security requirements atioit
process are given only very broadly. A threat driven methddise case 1A vehicle’s Electronic Stability Protection (ESP)
is proposed but is not described in detail. sensor recognises that the ground is very slippery when

In [7] anti-goals derived from negated security goals amcelerating in combination with a low temperature. In otde
used to systematically construct threat trees by refinemintwarn successive vehicles about a possibly icy road, theckeehi
these anti-goals. Security requirements are then obtadseduses its communication unit (CU) to send out information
countermeasures. This method aims to produce more compkeut this danger including the Global Positioning System
requirements than other methods based on misuse cases. (@fS) position data, where the danger was detected.

ﬁg Motivation



Use case 2A vehicle receives a warning about an icy road
at a certain position. It compares the information to its own
position and heading and signals the driver a warning, i
the dangerous area lies up front. Additionally the vehicl
will retransmit the warning, given that the position of this
occurrence is not too far away.

Vehicle-Component

sensing(ESP-Sensor, _[send(CU,
SlipperyWheels) dangerwarning(position,typg

: I
positioning(GPS,position) show(Driver,
warning(relativePosition))

receive(CU, forward(CU,

dangerwarning(position,typgJ > dangerwarning(positioﬂ?
I T

Fig. 1. Example - functional component model

XN

3.2. Common approaches

Y

There are several possible approaches, that may be taken,
depending on the system architect’s background.

An architect with a background in Mobile Adhoc Networks
(MANETSs) would first define the data origin authentication
[12] of the transmitted message. In a next step he may reaspn Approach
about the trustworthiness of the transmitting system.

An architect with a background in Trusted Computing [13] The approach described in the following can be decomposed
would first require for the transmitting vehicle to attest fojnto three basic steps. The first one is the derivation of the
its behaviour [14]. Advanced experts may use the Trust@ghctional model from the use case descriptions in termsof a
Platform Module (TPM) techniques of sealing, binding, keyction oriented system. In a second step the system at stake i
restrictions and TPM-CertifyKey to validate the trustwort defined and possible instantiations of the first functionadlel
ness and bind the transmitted data to this key [15]. are elaborated. In a third and final step, the actual reqainésn

A distributed software architect may first start to defingre derived in a systematic way, resulting in a consistedt an
the trust zones. This would imply that some computationgbmplete set of security requirements.
means of composing slippery wheels with temperature and
position happen in an untrusted domain. Results may be the . Functional model
timestamped signing of the sensor data and a composition of

these data at the receiving vehicle. For the description of the functional model from the use
cases an action-oriented approach is chosen. The approach
3.3. Problem evaluation is based on the work from [16]. For reasons of simplicity

and readability the formal description of the model is oeultt

The presented methods shall only illustrate a few differehtre and a graphical representation is used to illustrae th
approaches that might be taken in a security engineeribghaviour of the evaluation target.
process for new systems of systems. Very different types ofA functional model can be derived from a use case de-
security requirements are the outcome. Some of these leaedption by identifying the atomic actions in the use case
attack vectors open, such as the manipulation of the semdinglescription. These actions are set into relation by defittieg
receiving vehicle’s internal communication and compuotati functional flow among them. This action oriented approach

Another conclusion that can be derived from these examplesnsiders possible sequences of actions (control flow) @nd i
is related to premature assumptions about the implementatiformation flow (input/output) between interdependent@ai
Whilst in one case the vehicle is seen as a single computétionan the case of highly distributed systems and especially a
unit that can be trusted, in another case it has to attest fbstributed system of distributed systems, it is very commo
its behaviour when sending out warnings. The trust zomleat use cases do not cover a complete functional cycle
based analysis of the same use cases however requirestifosughout the whole system under investigation. Rathgr on
a direct communication link and cryptography between theertain components of the system are described regarding
sensors and the receiving vehicle and the composition af d#teir behaviour. This must be kept in mind when deriving the
is moved to the receiver side. A direct result of falsely dadin functional model. In order to clarify this distinction, fatonal
system boundaries typically are security requirementsate models that describe only parts of the overall system bebavi
formulated against internal subsystems rather than thersyswill be called functional component model
at stake itself, Figure 1 shows a functional component model for a vehicle

Though all of the approaches may lead to a sufficient levaérived from the example use cases given in section 3.1. The
of security for the designed architecture, there is no alwiofunctional flow arrows outside of the vehicle’s boundaries
means by which they can be compared regarding the securijer to functional flows between different instances of the
requirements that they fulfil. The choice of the appropriamponent, whilst internal flow arrows refer to flows within
abstraction level and system boundaries constitutes arrbitp the same instance of the component. For the given example,
challenge to systems of systems architecture design, iafipec the external flows represent data transmission of one e=hicl
with respect to systems of systems applications like the otweanother, whilst the internal flows represent commuricati
presented here. within a single vehicle.



4.2. System of systems instances to specify the identified requirements. The syntax to dbscri
these requirements in parameterised form is defined as:
Based on the functional component model, one may nowDefinition 1: Authentic(A, B, P): Whenever an actio
start to reason about the overall system of systems which ctrappens, it must be authentic for an Agéhthat in any course
sists of a number of instances of the functional components. events that seem possible to him, a certain actlohas
The synthesis of the internal flow between the actions withirappened (for a formal definition we refer the reader to [17])
the component instances and the external flow between syskt shall be noted that the requirements elicitation process
tems (in this case vehicles) builds the global system oksyst in this case utilises positive formulations of how the sgste
behaviour. In order to model instances of the global systtm should behave, rather than preventing a certain malicieds b
systems, all structurally different combinations of com@ot haviour. Also it has to be stressed that this approach gtesan
instances shall be considered. Isomorphic combinationdea for the system / component architect to be free regarding the
neglected. Finally, all possible instances may be regrdapel choice of concepts during the security engineering process
the system’s boundary actions (denoting the actions treat ar Once an exhaustive list of security requirements is iden-
triggered by or influence the system environment) have to tifed, a requirements categorisation and prioritisation- p
identified. These will be the basis for the security requeata cess can evaluate them according to a maximum acceptable
definition in the next step. risk strategy. This manual analysis may reveal that certain
In Fig. 2 an example for possible instances of the vehiunctional dependencies are presented only for perforaanc
cle description in a distributed vehicle-to-vehicle sgémas reasons. This can be valuable input for the architects als wel
presented. In this example the forwarding of a messageaisd sometimes reveals premature decisions about meclgnism
restricted by goosition based forwarding policwith respect that were already done during the use case definition phase.
to the distance from the danger that is being warned about and'his approach cannot prevent the specification of circular
the time of issue of the danger sensing. We could therefere dependencies among systems’ actions but usually this is
sume a maximal number of system instances involved genesabided for well-defined use cases. This actually origmate
enough to cover all these cases, e.g. by utilising a degmiptfrom the fact that every action represents a progress in. time

in a parameterised way. Accordingly an infinite loop among actions in the system
would indicate that the system described will not terminate
4.3. Functional security requirement identification The requirements derivation process will however highligh

every functional dependency that is described within the us

The set of possible instantiations of the functional contases. Accordingly, when the use case description incatgsr
ponent model is used in a next step to derive security mmore than the sheer safety related functional description,
quirements. First, the boundary actions of the system modghelditional requirements may arise. Therefore, the remeres
instances are determined. Let the tdpoundary actiorrefer have to be evaluated towards their meaning for the system’s
to the actions that form the interaction of the internalshef t safety. Whilst one can be assured not to have missed any safety
system with the outside world. These are actions that anereitrelevant requirement, this is a critical task because migpg
triggered by occurrences outside of the system or acticaits th requirement’s relevance would induce security holes.
involve changes to the outside of the system.

With the boundary actions being identified, one may no#.4. Formalisation
follow the functional graph backwards. Beginning with the
boundary actions by which the system takes influence on thé~ormally, the functional flow among actions can be inter-
outside, we may propagate backwards along the functiommsieted as an ordering relatia on the set of action&; in
flow. These backwards references basically describe the fua certain system instance To derive the requirements the
tional dependencies of actions among each other. From tieflexive transitive closure; is constructed. In the following
functional dependency graph we may now identify the endle assume that the functional flow graph is sequential and
points - the boundary actions that trigger the system bebavi free of loops, as every action can only depend on past actions
that depends on them. Between these and the correspondicgordingly, the relation is anti-symmetri¢; is a partial
starting points, the requirement exists that without suoh arder onX;, with the maximal elementsiaz; corresponding
action happening as input to the system, the correspondiogthe outgoing boundary actions and the minimal elements
output action must not happen as well. From this we formulatein; corresponding to the incoming boundary actions. After
the security goal of the system at stake: restricting(; to these elements

Whenever a certain output action happens, the input action = {(z,y) € 3,%; | (z,y) € (f Az € min; Ay € maz;}
that presumably led to it must actually have happened. this new relation represents the authenticity requiresémt

This requirement shall now be enriched by additional p#he corresponding system instandar all =,y € X; with
rameters. In particular, it shall be identified which is thtity  (x,y) € x; : auth(z,y, stakeholder(y)) is a requirement.
that must be assured of the aforementioned requiremerit. Whtccordingly the union of all these requirements for the dif-
these additional parameters set, we may utilise the defiinitfi ferent instances poses the set of requirements for the whole
authenticity from the formal framework of Fraunhofer SIT7[1 system. This set can be reduced by eliminating duplicate



Instance 1
Vehicley |

sensing(ESP-Sensor, send(CU,

dangerwarning(position, typi

SlipperyWheels)
I

— — — ! show(Driver,
~ | Wamlng(relatlvePosmon)) I
~ »

W e e — —

positioning(GPS,position)

Vehicle,,

! sensmg(ESP -Sensor, 1

i SllpperyWheeIs) !

show(Driver,
warning(relativePosition))

[ o= T
receive(CU, > alforward(CU, 1
dangerwarnlng(posmon typd))= = T T "' dangerwarning(position, typel))
T~

FeEeK/e_(cu_ TTTTTT T o7 Wfowadcy, ".
dangerwarnlng(pOSItlon typé‘})‘ e "' dangerwarning(position, type'))
e T~
Instance 2|
I Vehicley

\sensing(ESP-Sensor, ¢
SI\pperyWheels)

sensing(ESP-Sensor,
SlipperyWheels)

positioning(GPS,position)
RS

send(CU,
dangerwarning(position, type

positioning(GPS,position)

:sensing(ESP—Sensor, [
) Slippery 1

positioning(GPS,position) s
~

:recelve(CU U,
| dangerwarning(position, type‘})' -t "' dangerwarning(position,| typey)

recelve(CU

s
"“”a’d(cu receive(CU, Aowad(CU, T
dangerwarmng(posmon typ: dangerwarnlng(posmon type)) dangerwarning(position,typg))™ = = = ->' dangerwarning(position, (ypeQ)
T

Instance ‘r Vehicley |

ssssss 0(ESP-Sensor,
SlipperyWheels)

Fig. 2. Example - functional model instances

requirements or by use of first-order predicates for a param¥s = {(sens(ESP(Vo), sW), show(Vi, D, warn(rP))),

terised notation of similar requirements.

Example derivation of authenticity
For the given system model instances, we may
identify the authenticity requirements for
show(Vy, Dy, warn(rP)) (with V' = Vehicle, D
ESP =

requirements.

(pOS(GPS(VQ) pD) show(‘/w,Dw,waTTl(TP)))

(pos(GPS(Vy,),pD), show(Vy, Dy, warn(rP))),
(pos(GPS(V1),pD), show(Vy,, Dy, warn(rP))),
now  (pos(GPS(Vz),pD), show(Viy, Dy, warn(rP)))}

the action The first three elements in eagh will obviously always be
= Driver,
ESP-sensorwarn = warning, pos = positioning, ments can be expressed in terms of first-order predicatés. Th
sens = sensing,rP = relativePosition,pD = positionData,

the same in all instances of the example. The rest of the ele-

leads to the following authenticity requirements for alspible

sW = slipperyWheels,dw = dangerwarning). Graphically, System instances for the actiehow(V,,, Doy, warn(rP)):

this could be done by reversing the arrows and removing th§ quth( pos(GPS(V,
dotted arrows and boxes. Formally, for the system of systems

instance 1 from Fig. 2, we can analyse:

¢ = {(sens(ESP(Vy), sW), send(CU (Vp), dw)),
(pos(GPS(Vy), pD) send(CU (Vp), dw)),

end(CU (Vp), dw),rec(CU(Vy,), dw)),

s(GPS(Vi), pd), show(Vy, Dy, warn(rP))),

c(CU(Vy), dw), show(Vy, Dy, warn(rP)))}

{(z,2) | 2 € X} U{

(ESP(VO) sW),rec(CU(Vy,), dw)),
ns(ESP(VO) sW), show(Vay, Dy, warn(rP))),
pos(GPS(Vy),pD),rec(CU(Vy), dw)),
(pos(GPS(Vy),pD), show(Vyy, Dy, warn(rP)))}
= {(sens(ESP(Vy), sW), show(Vyy, Dy, warn(rP))),
(pos(GPS(Vy),pD), show(Vy,, Dy,, warn(rP))),

(s
(po
(re
G=aUu
(se
(s
(

s(GPS(Vy),pD), show(Vy,, Dy, warn(rP)))}

(po
An analysis for the second instance will result in:
= {(sens(ESP(Vy), sW), show(Vyy, Dy, warn(rP))),
(pos(GPS(Vy),pD), show(Vy,, Dy, warn(rP))),
(pos(GPS(Vy,),p
(p OS(GPS(VI)

D), show(Viy, Doy, warn(rP))),
D), show(Viy, Dy, warn(rP)))}

And the third system of systems instance will result in:

w),pD),

show(Vy, Dy, warn(rP)), D,, )

2) auth( pos(GPS(Vp),pD),
show(Vyy, Dy, warn(rP)), Dy, )

3) auth( sens(ESP(Vy),sW),
show(Vy, Dy, warn(rP)), Dy, )

4) Y Vi € Viorwara : auth( pos(GPS(V,), pD),

show(Vw,Dw,warn(TP)),Dw )

Viorwara denotes the set of vehicles per system instance,
that forward the warning message.

As mentioned above, the resulting requirements have to be
evaluated regarding their meaning for the functional yafét
the system. For the first three requirements the argumentati
is very straight forward regarding why they have to be fudiitl

1) It must be authentic for the driver that the relative goait
of the danger he/she is warned about is based on correct
position information of his/her vehicle.

2) It must be authentic for the driver that the position of
the danger he/she is warned about is based on correct
position information of the vehicle issuing the warning.

3) It must be authentic for the driver that the danger he/she
is warned about is based on correct sensor data.
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